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ABSTRACT 

Handwriting Analysis or Graphology is a scientific method 
of identifying, evaluating and understanding personality 

through the strokes and patterns revealed by handwriting. 
Handwriting reveals the true personality including 
emotional outlay, fears, honesty, defenses and many others.  

Professional handwriting examiners called graphologist 
often identify the writer with a piece of handwriting. 
Accuracy of handwriting analysis depends on how skilled 
the analyst is. Although human intervention in handwriting 
analysis has been effective, it is costly and prone to fatigue. 
Hence the proposed methodology focuses on developing a 
tool for behavioral analysis which can predict the 
personality traits automatically with the aid of a computer 
without the human intervention. 

In this paper a method has been proposed to predict the 
personality of a person from the baseline, the pen pressure 

and the letter„t‟ as found in an individual‘s handwriting. 
These parameters are the inputs to the Artificial Neural 
Network which outputs the personality trait of the writer.  
The performance is measured by examining multiple 
samples. 
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1. INTRODUCTION 
Handwriting Analysis or Graphology is a scientific method 

of identifying, evaluating and understanding personality 
through the strokes and patterns revealed by handwriting. 
Handwriting reveals the true personality including 
emotional outlay, fears, honesty, defenses and over many 
other individual personality traits.  Handwriting Analysis is 
not document examination, which involves the examination 
of a sample of handwriting to determine the author. 
Handwriting is often referred to as brain writing. Each 
personality trait is represented by a neurological brain 

pattern. Each neurological brain pattern produces a unique 
neuromuscular movement that is the same for every person 
who has that particular personality trait. When writing, 
these tiny movements occur unconsciously. Each written 
movement or stroke reveals a specific personality trait. 
Graphology is the science of identifying these strokes as 

they appear in handwriting and describe the corresponding 
personality trait. 

In this paper a method has been proposed to 
predict the personality of a person from the features 
extracted from his handwriting using Artificial Neural 
Networks. The personality traits revealed by the baseline, 
the pen pressure and the letter„t‟ as found in an individual‘s 
handwriting are explored in this paper. Three parameters, 
the baseline, the pen pressure and the height of the t-bar on 

the stem of the letter‗t‘ are the inputs to the ANN which 
outputs the personality trait of the writer. The evaluation of 
the baseline is using the polygonalization method and the 
evaluation of the pen pressure utilizes the grey-level 
threshold value. The height of the t-bar on the stem of the 
letter ‗t‘ is calculated using template matching. The 
baseline, the pen pressure and the letter‗t‘ in one‘s 
handwriting reveal a lot of accurate information about the 

writer.  MATLAB is the tool used for the purpose. The 
performance is measured by examining multiple samples. 

2. RELATED WORK 

Handwriting Analysis or Graphology is a 
scientific method of identifying, evaluating and 
understanding personality through the strokes and patterns 
revealed by handwriting.   Among the many aspects of 
handwriting that can serve as scheme to predict personality 
traits are baseline, size of letters, writing pressure, 
connecting strokes, spacing between letters, words and 
lines, starting strokes, end-strokes, word-slant, speed of 

handwriting, width of margins, and others [1][2] [3]. Writer 
individuality rests on the hypothesis that each individual 
has consistent handwriting, which is distinct from the 
handwriting of another individual. However, this 
hypothesis has not been subjected to rigorous scrutiny with 
the accompanying experimentation, testing, and peer 
review [4] [5] [6] [7] [8] [9]. 

3. PROPOSED METHODOLOGY 

Professional handwriting examiners called 
graphologist often identify the writer with a piece of 
handwriting. Accuracy of handwriting analysis depends on 

how skilled the analyst is. Although human intervention in 
handwriting analysis has been effective, it is costly and 
prone to fatigue.  Hence the proposed methodology focuses 
on developing a tool for behavioral analysis which can 



International Journal of Computer Applications (0975 – 8887)  

Volume 2 – No.2, May 2010 

37 

 

 

predict the personality traits automatically with the aid of a 
computer without the human intervention.     

The most common feature of  handwriting that 
can serve as scheme to predict personality traits are 
baseline, size of letters, writing pressure, connecting 
strokes, spacing between letters, words and lines, starting 
strokes, end-strokes, word-slant, speed of handwriting, 
width of margins, and others. In this paper the baseline, the 
writing pressure and the height of the t-bar on the stem of 

the letter‗t‘ are considered for predicting the personality of 
the writer[10]. 

The baseline and the pen pressure in one‘s 

handwriting reveals a lot of accurate information about the 
writer. Baseline in one‘s handwriting is the line along 
which the writing flows. The three most common baselines 
found in any handwriting are ascending, descending and 

level as shown in Fig.1. Appropriately each one relates to a 
specific personality trait of the writer. 

 

Baselines   Personality Traits 

 

Pessimistic 

     

      

                             Optimistic   

      

  

   Level 

Figure 1: The baselines representing different 
personality traits of the writer  

The other most important feature in a 
handwriting is the writing pressure. The amount of 
pressure exerted on the paper while writing is the depth of 

feeling, also called emotional intensity. Based on the pen 

pressure the writer can be classified as light writer, 

medium writer and heavy writer. Table-1. shows the 
corresponding personality traits of the different pen 
pressures. 

 

 

 

 

 

 

 

 

 

 

Table 1. Personality traits represented by 
different pen pressures. 

 

Writer category Personality trait 

 

Light writer 

This writer can endure traumatic 
experiences without being 
seriously affected. Emotional 
experiences do not make a lasting 
impression on him. 

 

Medium writer 

This writer feels emotional 
experiences for a moderate 

amount of time. He has an 
average level of emotional 
intensity. 

 

Heavy/deep writer 

This person has very deep and 
enduring feelings. This writer may 
forgive, but he will never forget. 
He feels situations intensely. 

 

The main technique for finding the baseline slant 
is the polygonalization of the single line in the handwritten 
text[11]. The pen pressure can be calculated as a count of 
the number of foreground pixels in the thresholded image. 
The number of black pixels is indicative of the pen-
pressure, thickness of strokes, and the size of writing[13]. 

The lower case letter‗t‘ is one of the letters in 
one‘s handwriting that reveals a lot of accurate information 
about the writer. People write letter‗t‘ in many different 
ways. There are various ways to make the stem, the cross 

on the t-bar, and even the entry and exit to this letter‗t‘, 
each one of which relates to a specific personality trait of a 
person. Fig.2 shows some of the ways in which letter‘t‘ is 
written. 

 

Figure 2: The scanned patterns of letter„t‟ representing 
different traits of the writer 

One of the personality trait revealed by letter‗t‘ is 
the self-esteem of the writer. When the t-bar is crossed 

very high (not above the stem), it indicates high self-
esteem. Good self-confidence, ambition and goals are 
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indicated here. The t-bar crossed very low on the stem 
indicates low self-esteem. This person fears failure and 
resists change. The main technique for automating the 
character recognition is the template matching. 

 

The methodology of identification of certain 
traits of the writer through examining the letter‗t‘ involves 
template matching with certain predefined templates [10].  
The predefined templates are created each of which 
represent a particular personality. It is incorporated as a 
measure of how well an arbitrary pattern of grey values, a 
template g(x,y), matches a given image f(x,y)[14]. The 

minima of these measures are the best match.  Five 
templates are created for the letter‘t‘ with a 6x5 grid. The 
five templates are for the five different positions of the t-
bar on the stem .Each of the grids represents a certain 
position of the t-bar and accordingly certain character of 
the writer. The handwriting sample is scanned and the 
image is taken as the input. Only the letter‘t‘s in the image 
are selected. These are resized to fit into the 6x5 grid. Some 

of the personality traits that are revealed by the t-bar of the 
letter‘t‘, considered in this paper are listed in table2. 

 

The decision making on the matched pattern is 

achieved by hamming distance [15]. The Hamming 
distance between two strings of equal length is the number 
of positions for which the corresponding symbols are 
different [15]. Put another way, it measures the minimum 
number of substitutions required to change one into the 
other, or the number of errors that transformed one string 
into the other. This application considers only binary 
patterns. For binary strings a and b the Hamming distance 
is equal to the number of ones in a XOR b. 

 

 

 

 

 

 

 

Table 2: Personality traits revealed by letter‟t 

 

Sl.No Position of the t-bar Personality trait 

1.  Crossed very high (not above the 
stem, but in a very high region)  

High self-esteem:  

This reveals confidence, ambition, and the ability to plan ahead, high 

goals, high personal expectations and an overall good self-image. This is 
the key to personal success and happiness.  

2.  Crossed above the middle zone 
but not at the loop  

Moderate self-esteem: 

This person is practical. This is a positive trait and common among 
successful people.  

3.  Crossed very low on the stem Low self-esteem: 

This person fears failure and resists change. He often remains in bad 

situations and relationships for too long and finds imperfections with 

himself. He is rarely successful enough in his own eyes despite his 
accomplishments.  

4.  Crossed above the stem  Dreamer : 

This person‟s goals and dreams lose touch with reality. These people 
often talk about what they are going to do instead of doing it.  

 

 

4. IMPLEMENTATION & RESULT 

The values calculated for the height of the t-bar on the stem 
of the letter ‗t‘( 5 different  positions), the pen pressure( 2 
values for dark and light writing), the baseline slant( 3 
values for three different slants) are taken as the inputs to  

 

 

 

the ANN. The 30 different outputs of the ANN are the 30 
different personality traits of the writer depending on the 

way he/she crosses his t, the pressure with which he/she 
writes and the baseline of his/her writing. The huge amount 
of data amounting from 30 different combinations of traits 
is to be analyzed to predict the personality traits. The 
involvement of enormous feature data prompts for use of 
artificial neural network for automated prediction. 
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Back propagation is the generalization of the Widrow-Hoff 

learning rule to multiple-layer networks and nonlinear 
differentiable transfer functions [16]. Input vectors and the 
corresponding target vectors are used to train a network 
until it can approximate a function, associate input vectors 
with specific output vectors, or classify input vectors in an 
appropriate way as already defined.  

Standard back propagation is a gradient descent 

algorithm, similar to the Widrow-Hoff learning rule, 

in which the network weights are moved along the 

negative of the gradient of the performance function. 

The term back propagation refers to the manner in 
which the gradient is computed for nonlinear 

multilayer networks. Properly trained back 

propagation networks tend to give reasonable 

answers when presented with inputs that they have 

never trained with. Typically, a new input leads to an 

output similar to the correct output for input vectors 

used in training that are similar to the new input 

being presented. This generalization property makes 

it possible to train a network on a representative set 

of input/target pairs and get good results without 

training the network on all possible input/output 

pairs.  

The back propagation neural network is a multilayer 
network that comprises of input, hidden and output layers. 
The number of nodes in the input  

 

layer is equal to the number of features used for class 
representation. The number of nodes in the output layer is 
equal to the number of classes needed. The number of 
nodes in the hidden layer mainly decides the refinement to 
the inputs such that the output goal is reached in shortest 

duration of training period.  

The mathematical concepts governing the back propagation 
neural network are governed by the basic algorithm 
comprising of the basic steps as, 

Initialize all weights to small random numbers. 

Until satisfied, Do 

 For each training example, Do 

1. Input the training example to the 
network and compute the network 
outputs 

2. For each output unit k 
δ k <— O k(1-O k)(t k-O k) 

3. For each hidden unit h 
δ h <— O h (1-O h) Σ Wh,k  δ k 

 

4. Update each network weight w i, j 

w i, j  <— w i, j +  Δw i, j 

where  Δw i, j  = η δ j  x i, j 

 

For output units 

Calculate  for each input weight Wji for each output 
unit j. Note first that since Zj is a function of Wji 

 

The outputs of all units K≠ J are independent of Wji, we can 
drop the summation and consider the contribution to E by j. 

 

For output units 

 
 

For Hidden units 

We want to calculate   for each input weight Wji for 

each hidden unit j. Note that Wji influences just Zj which 

influences Oj which influences Downstream (j) 
each of which influence E. So we can write,  

 

Again note that all the terms except Xij in the above 
product are the same regardless of which input weight of 
unit j we are trying to update 
Also: 
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So:     

 

The number of nodes in the hidden layer mainly decides the 
refinement to the inputs such that the output goal is reached 
in shortest duration of training period. We therefore verify 

the time lapsed in training session for multiple number of 
hidden layer nodes for the outputs to reach a value that is 
nearest to the predefined target output by a factor of 0.1. 
The results indicate that the performance goal is reached 
when the number of hidden layer nodes is 8 and the number 
of epochs is 4500 in the shortest duration of time. Decrease 
in the value of both hidden layer nodes and epochs results 
in under training and more number in over training. Table 3 

shows the goal values for different number of hidden layer 
nodes. The training performance graph is shown in Fig 3. 

 

Table 3: The Performance goal values for different 
number of hidden layer nodes. 

 

 

 

 

 

 

Figure 3: The training performance graph 

5. CONCLUSION 

A method has been proposed to predict the 
personality of a person from the features extracted from his 
handwriting using Artificial Neural Networks. The 

personality traits revealed by the baseline, the pen pressure 

and the letter„t‟ as found in an individual‘s handwriting are 
explored in this paper. Three parameters, the baseline, the 
pen pressure and the height of the t-bar on the stem of the 
letter‗t‘ are the inputs to the ANN which outputs the 
personality trait of the writer. The evaluation of the 
baseline is using the polygonalization method and the 
evaluation of the pen pressure utilizes the grey-level 

threshold value. The height of the t-bar on the stem of the 
letter ‗t‘ is calculated using template matching. 

 This paper proposes an off-line, writer 

independent handwriting analysis system. Even though 
offline handwriting recognition lacks the interactive nature 
of on-line handwriting recognition, this is taken care in this 
work by allowing the user to select the required character 
from the input image for feature extraction. The future 
work can be to include more features of the handwriting 
like the size of the letters, the margins and others as inputs 
for personality trait determination. 
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